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Abstract

Understanding of fundamental plasma physics contributes to progress in plasma science in many

fields, such as magnetic confinement fusion, solar/space physics and application of plasma tech-

niques. Intersecting common fundamental problems stimulate cross-fertilization of different topical

areas. This paper summarizes highlights of progress reported in the Fundamental Plasma Physics

Session of the 1st conference of Association of Asia Pacific Physical Societies-Division of plasma

physics (AAPPS-DPP). Progress in the following fields is reviewed: (i) basic plasma theory; (ii)

self-organization; (iii) reconnection and particle acceleration; (iv) magneto-hydrodynamics (MHD)

instabilities and energetic particle physics; (v) magnetic confinement physics fundamentals; and

(vi) exploiting fundamentals for performance.
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I. INTRODUCTION

Understanding of fundamental plasma physics is essential for progress in many areas

(fig. 1), such as the magnetic confinement fusion energy (MFE), laser acceleration, inertial

confinement fusion(ICF), space/solar physics, and for the development of plasma technique

applications. Fundamentals are related to and supply potential resolutions for key problems

in various plasma physics areas. Examples of such key problems include the drift wave tur-

bulence and associated transport in MFE, mechanism of accelerating and heating particles

in laser plasma, characteristics of strongly correlated systems in basic plasma field, plas-

ma material interaction in applied areas, mechanism of magnetic reconnection in solar and

astro-physics, and particle acceleration in space physics. Fundamental problems stimulate

cross-fertilization of different topical areas. Fundamentals are the base of, and support for

the progress in various plasma physics areas.

This paper summarizes the presentations, which were reported in the Fundamental

Plasma Physics Sessions of the 1st conference of AAPPS-DPP1. The sessions include 4

plenary, 26 invited, 10 oral and 1 poster presentations, of which the inventory is shown

in table 1. Highlights of progress in the following topics are presented in this paper: (i)

basic plasma theory; (ii) self-organization; (iii) reconnection and particle acceleration; (iv)

magneto-hydrodynamics (MHD) instabilities and energetic particle physics; (v) magnetic

confinement physics fundamentals; and (vi) fundamentals for performance.

Table 1: Inventory of the presentations.

In section II, the results on the dynamics of binary fluid system and a theory about basic

plasma phenomena are discussed. The elastic waves are found to play an important role
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FIG. 1: Fundamentals are central for various plasma physics areas.

in defining a length for the larger blob structures. In section III, the progress of the flows

generated by turbulence, effect of shear flow on turbulence and their cross-interaction are

addressed. A new self-organized magnetic state is theoretically predicted and experimen-

tally confirmed, in reversed-field pinch configuration. There, the formation of barriers to

the wandering of magnetic field lines is observed. In section IV, the new theory models

and experiments about magnetic reconnection and particle accelerations are introduced. It

is demonstrated that the force balances in inflow and outflow direction, respectively, de-

termine magnetic reconnection rate. The heated electrons are localized in the region near

the X-point. The heated ions are distributed in the outflow regions. Section V reports the

progress on the MHD instabilities and energetic particle physics in toroidal plasma. The

anti-Hermitian contributions, due to wave-energetic particle resonance, can twist the radial

mode structure, and lead to up-down asymmetry in the global mode structure. Section

VI shows the new results on the fundamentals of magnetic confinement physics. In Ohmic

breakdown, the self-electric field results in significant decrease of avalanche growth rate

which leads to relatively slow plasma formation. Section VII introduces a newly develope-

d module for the BOUT++ framework for studying interaction between neutral gas and

plasmas. Conclusions are drawn in the last section.
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II. BASIC PLASMA THEORY

Basic plasma theory was established for fundamental research of the systems with collec-

tive electromagnetic interactions. In this section, we mainly report progress of some basic

plasma theories, such as the turbulence, Debye shielding and Landau damping. The experi-

mental study of Reynolds stress associated with turbulence is also mentioned, which supplies

a potential topic for turbulence theory research.

Diamond presented a theoretical model for 2D Cahn-Hilliard-Navier-Stokes(CHNS) tur-

bulence, which can be applied to investigate the spinodal decomposition process of a binary

liquid mixture accompanied by temperature quench. The 2D CHNS system is analogous to

2D magnetic-hydrodynamics (MHD) system. Hence, they have some similar features: (i)

The surface tension force in the CHNS system is similar to J×B force in the MHD system.

Here, J is current, and B is magnetic field. (ii) The ideal quadratic conserved quantities

have the similar form, which leads to the similar cascade directions in these two systems.

(iii) The dispersion relation of linear elastic wave in the CHNS system is similar to Alfvén

wave in the MHD system2,3. However, the kinetic energy spectrum in the CHNS system is

different from that in the MHD system. The basic equations for describing the 2D CHNS

system can be found in Ref. 2.

The developed CHNS theory reveals the important role of elastic waves in the dynamics of

the CHNS turbulence. In the elastic region, the -7/3 power law of mean square concentration

spectrum Hψ
k ∼ k−7/3 (Fig. 2) is robust. The elastic range depends on relative scale between

the Hinze scale(LH) and dissipation scale Ld. At the Hinze scale, kinetic and elastic energies

balance. When LH >> Ld, the elastic range is relatively longer in k (wave number) space

and the elastic restoring force (due to the surface tension) works on the CHNS system. The

smaller external force intensity (i.e. smaller f0φ in Fig. 2) results in larger LH . Hence, the

elastic range becomes larger at smaller f0φ. This enhances the inverse cascade process of

< ψ2 >k, which generates the large scale blob structure as shown in the upper panels in

Fig. 3. For comparison, a case with shorter elastic range is shown in the bottom panels in

Fig. 3. The blob growth is arrested there.

The 2D CHNS theory model is applied to study time evolution of the concentration

field ψ in the background of a single eddy. It is shown that the evolution of ψ passes

three stages: (A) formation of a ”jelly roll” pattern, (B) a change in topologhy, and (C)
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FIG. 2: Power law of the mean square concentration spectrum Hψ
k for difference intensities

of the external force f0φ. Reproduced with permission from [2].

FIG. 3: Top panels are plots of the ψ field (for the unforced case) at different times. Note

that phase separation is nearly complete in this case. Bottom panels are ones for the

forced case2. Here, fluid shearing creates finite sized concentration blobs in a finite time.

Reproduced with permission from [2].

formation of a target pattern. The target pattern is metastable, and the rings merge with

each other on a time scale exponentially long relative to the eddy turnover time. The merger

occurrences are associated with dips in the elastic energy evolution3. The merger process

has same similarities to the drift-Zonal-Flow(ZF) staircases in the magnetic confined plasma

turbulence.
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FIG. 4: Sketch of the temperature corrugations (left) and the final, absolutely stable state

formed by corrugation front propagation (right).

FIG. 5: In the edge region of HL-2A tokamak plasma, the spatial profile of the Reynolds

stress (a), fluctuation intensity (b), cross phase (c and d) and coherence (e). Reproduced

with permission from [4].

Z.B. Guo’s presentation showed that the inhomogeneous mixing of turbulence corrugates

the mean temperature profile, and the temperature corrugation then induces the sub-critical

bifurcation of turbulence. Consequently, the system will make a transition from a metastable

laminar state to an absolutely stable, excited state (Fig.4). Incorporating spatial coupling

of the locally excited turbulent regions, a front forms. This front connects the excited and

laminar states and efficiently penetrates the linear stable region. This bi-stable turbulence

spreading can explain observations of hysteresis in the intensity of L-mode core turbulence

in tokamak plasma.

D. Guo studied the dependence of Reynolds stress on the cross phase of fluctuations, based
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FIG. 6: Sketch: from N-body dynamics to the Debye shielding and Landau damping.

on the experimental measurements. It is well known that the Reynolds stress is related to

the velocity fluctuations, ΠRef ∼ 〈ṽrṽθ〉 = 〈σṽrσṽθ〉 · cos〈φ〉 · 〈γ〉 . In recent experiment

on the HL-2A tokamak, it is observed that in the region with strongly shear rotation, the

coherence 〈γ〉 and the fluctuation intensity 〈σṽrσṽθ〉 vary slightly, whilst the Reynolds stress

varies directly with cross phase cos〈φ〉. In the weaker shear region, ΠRes increases with 〈γ〉

and 〈σṽrσṽθ〉, as shown in Fig. 5. These indicate that, in the strongly shear region, the cross

phase has a dominant contribution to Reynolds stress. However, in the weak shear region,

the coherence and fluctuation are dominant4. In addition, Long reported the measurement

results of the poloidal residual stress, which is a part of Reynolds stress. The results suggest

that a poloidal intrinsic torque exists at the plasma boundary, and its radial gradient can

serve as an intrinsic torque to generate a net velocity shift with respect to the neoclassical

poloidal velocity.

Escande showed that the basic phenomena, such as the Debye shielding and Landau

damping, can be directly derived through the use of N-body mechanics with the Newton’s

second law5,6 and standard tools of calculus. The new derivations bring more insights on

basic plasma theory, such as creating a connection between Debye shielding and Landau

damping. It is found that each particle has two contributions to potential: a short-range

one and long-range one. The short-range one results in Debye shielding. Debye shielding

and collisional transport are two sides of the same coin: repulsive deflections. The long-

range one leads to two phenomena: excitation of the Langmuir wave and so-called ’Landau

damping’5,6.
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FIG. 7: A global perspective of self-organization.

III. SELF-ORGANIZATION

Self-organization phenomena commonly exist in various systems in nature. Self-organization

plays an important role in various topics in magnetized plasma. For example, self-organization

is relevant to structure formation via entropy production in transport, distillation of the

constrained minimization principle for relaxation of the magnetic field, scale coupling in tur-

bulence, and so on as shown in Fig.7. This section reports the progress of self-organization

research related to the flow generation and magnetic field relaxation.

A. Flows

Turbulence induces shear flows without external momentum input in toroidal plasma.

The turbulence driven flows are thought to play a key role in (a) L-mode critical gradient

confinement7; (b) intrinsic rotation8; (c) Low to High mode transition in tokamak9; (d) origin

of density limit10. The Turbulent structures or associated eddies are tilted and stretched by

shear flow. Symmetry breaking induced by tilted turbulent structure reinforces the shear

flow. Non-linear interaction between the turbulence and the flow generated by turbulence

is an active research topic. In this section, we report the recent progress of the non-linear

interaction between turbulence and flow, and of the associated topics in both experiment

and theory.

Tynan reported an overview of the study of cross-interaction between turbulence and

flows in the linear helicon device-CSDX 12. It was found that the increase of magnetic
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FIG. 8: The measured azimuthal flow (i.e. E×B) flow for the cases with different

magnetic field B. The flow shape in the region (radius > 3 cm) has a transition as varying

magnetic field. Reproduced with permission from [11].

FIG. 9: The measured flow shear as function of the density gradient.

field produces the increase of the core ion temperature and the associated strong radial ion

temperature gradient in CSDX. Furthermore, the larger magnetic field leads to the larger

azimuthal flows at the edge, and the stronger radially shear flows, as shown in Fig. 8. It is

identified that the increases of both temperature gradient in the core and the radially shear

azimuthal velocities at the edge are regulated by the drift wave instabilities which appear

as the magnetic field strength exceeds a critical value11.

Furthermore, it is shown that a drift wave-zonal flow system reached a self-regulated

state by the combination of the particle and vorticity transport13. Figure 9 shows that
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FIG. 10: The radial profile of the axial velocity (a) and particle flux (b). In (a), the dashed

and dotted-solid curves are the experimental and force balance model predicted values,

respectively15.

the self-saturation state is reached when density gradient is sufficiently large (i.e. ∇n >

1.6× 1020 m−4) 10. The measurements on the CSDX suggest that turbulence does work on

the shear parallel flow (intrinsic flow), which is driven by the residual stress10. It is also

demonstrated that the residual stress is proportional to density gradient, which is consistent

with the theoretical prediction14.

Inagaki examined the flows driven by turbulence in the linear device-PANTA15 as shown

in Fig. 10. The outward particle flux in the region ( r >2.5 cm ) is induced by the drift-waves

destabilized by density gradient. The outward transport relaxes the density gradient. On the

other hand, inward particle flux at r=2 cm is generated by D’Angelo mode instability which

is driven by axial flow shear. The inward particle transport steepens the density gradient

in the core region. In combination with the generation of shear flow by drift-waves, a cross-

interaction structure is formed, by the cross-interaction between different fields (density and

velocity) and the corresponding fluxes (particle and momentum), as shown in Fig. 11.

An electromagnetic extended theory of turbulence acceleration was presented by Wang,16

who received the 2017 DPP Young Researcher Award. The mean flow equation averaged

over the flux surface is extended to include the contribution from the electromagnetic ion-

temperature-gradient(ITG) turbulence, as presented below.
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FIG. 11: (left) comparison between D’ Angelo mode and drift wave; (right)

cross-interaction between the different fields (density and velocity) and corresponding flux

(particle and momentum transport)

Surface force: 𝐹 = − 𝛻 ∙ Πr,∥
𝑟2
𝑟1

𝑑𝑟=-Πr,∥|𝑟1
𝑟2  

Volume force: 𝐹 =  𝑎∥
𝑟2
𝑟1

𝑑𝑟 

𝑟1 

𝑟2 

FIG. 12: Sketch of the turbulence acceleration by a volume force a‖.

∂〈U‖〉
∂t

+∇ ·Πr,‖ = a‖ (1)

Here, 〈U‖〉 denotes the ion flow average over the flux surface, Πr,‖ includes the Reynolds

stress ΠRey, kinetic stress and cross Maxwell stress. Here, a‖ = aP + aM is the turbulen-

t acceleration. aP represents the electrostatic ITG turbulence contribution16, aM denotes

the driven term related to the ion pressure gradient along the radial magnetic perturba-

tion17, which is a electromagnetic turbulent acceleration term. −
∫ r2
r1
∇ · Πr,‖dr is a kind

of surface force acting on a fluid element, while a‖ is a volume force which can locally ac-

celerate/decelerate the fluid elements as shown by a sketch(Fig. 12). It is pointed out that

11



FIG. 13: Zonal-flow structure for the different choices of equilibrium flow shear u′‖0.

Eq.(1) is derived on the basis of the gyro-kinetic theory17 and is not in contradiction to the

momentum conservation16.

Tran investigated the role of parallel flow shear in zonal flow (ZF) pattern formation,

based on the 3D Hasegawa-Mima equation coupled with ion parallel flow dynamics. In the

model, the coupling term includes vortex stretching-like and energy transfer rate terms18.

It is found that the parallel flow shear u′‖0 enhances the amplitude of ZF and induces the

decrease of radial wave number of ZF (Fig.13). The analysis of coupling dynamics shows

that the vortex stretching-like term plays a significant role in the ZF enhancement. This is

in contrast to the neutral fluid turbulence where it hinders the inverse cascade process. Here,

ZF is initially generated by drift wave turbulence at u′‖0 = 0. Furthermore, the confinement

is not strongly improved when finite u′‖0 exists.

Zhao presented the results of synchronization of geodesic acoustic modes (GAMs) and

magnetic fluctuations, which was observed in the edge plasmas of the HL-2A tokamak, using

multiple Langmuir probe arrays. The temporal evolutions of the Meso-scale Electric Fluctu-

ations (MSEFs) and magnetic fluctuations clearly show the frequency entrainment and phase

lock between the GAM and m/n=6/2 magnetic fluctuations (Fig.14). Here, m and n are

the poloidal and toroidal harmonic number of the perturbations, respectively. The results

indicate that the GAMs and magnetic fluctuations can transfer energy through non-linear

synchronization. Such non-linear synchronization may also contribute to the low-frequency

12



FIG. 14: Spectrograms of the mesoscale electric fluctuations (MSEFs) (a) and magnetic

fluctuations of m/n=6/2 (b) (the dash-dotted line indicates evolution of the center of the

fluctuation frequency). (c) The coherence between the MSEF and magnetic fluctuations.

Reproduced with permission from [19]

zonal flow formation, to the reduction of turbulence levels, and thus affect confinement

regime transitions. This is a discovery of an essential structure formations of plasmas, in

which the two fundamental vector fields (magnetic field and flow field) dynamically couple

together19.

B. Magnetic

Veranda showed a new self-organized helical Magnetic state in the reversed-field pinch

(RFP) configuration (Fig. 15(a)) by 3D nonlinear visco-resistive MHD modelling 20 and

confirmed by the experiment on the RFX-mod in Padua, Italy. The new helical state, with a

twist of a non-resonant MHD mode, was stimulated by the use of small external non-resonant

magnetic perturbation (MP) with (m/n=1/-6), which implies there is no corresponding

rational surface in the plasma (Fig. 15(b)). Here, m and n are the poloidal and toroidal

harmonic number of the MP, respectively. The seed external magnetic field from non-

resonant MP imposes its helical pinch to the whole plasma column, and leads to a new
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FIG. 15: (a) Cartoon of the Reversed−field pinch (RFP); (b) the typical safety profile of

RFP 20; (c) temporal dynamics of the magnetic field associated with the dominant MHD

mode in different helical states: non resonant states are more quiescent; (d) shows how the

field lines, initiated by the colored dots, do not leak (for a finite time)through the

Lagrangian Coherent Structures computed in helical states (black curves).

helical state, which is more quiescent compared to the resonant cases, as shown in Fig. 15(c).

In addition, Lagrangian Coherent Structures are computed in the weakly stochastic region

surrounding the helical core. They are shown to act as barriers to the wandering of magnetic

field lines, and possibly make a relevant contribution to the presence of the internal transport

Barriers (ITB) in magnetic confinement fusion devices.

Dewar reported the progress of a hydromagnetic dynamical model21,22, Multi-region Re-

laxed Magnetohydrodynamics (MRxMHD), which has been proposed as a dynamical gen-

eralization of Taylor relaxation theory appropriate to toroidally confined plasmas. The core

ideal of MRxMHD is to fix MHD by removing the bad constraints (e.g. no heat transport

along filed line and no magnetic reconnection), but keeping a minimal set of robust ones.

In the MRxMHD model, the plasma-magnetic field system as consisting of arbitrarily many

regions, each containing compressible Euler fluid and Taylor-relaxed magnetic field, separat-

ed by interfaces in the form of flexible ideal-MHD current sheets. Internal self-consistency

is guaranteed by deriving its evolution equations from Hamiltons Principle of Stationary
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FIG. 16: Level surface of ψ (magnetic surfaces) for cases of ripple amplitude (a) smaller

and (b) larger than a threshold. Here, ’x’ and ’y’ denote the interested relaxed-MHD

regions. Horizontal line (i.e. equilibrium current sheet) separates the the upper and lower

relaxed-MHD regions. Reproduced with permission from [ 22].

Action, using the MHD Lagrangian but replacing the local, microscopic constraints of ideal

MHD, which freeze in magnetic flux and entropy, with invariance of macroscopic entropy

and magnetic helicity integrals over each relaxation region, enforced using Lagrange multi-

pliers. The magnetic field is force-free in each region, it is coupled to the plasma only at the

interfaces between the regions. The formalism has flexibility in matching any given pressure

and current profile as each region has different temperature and current factor.

The adiabatic limit of MRxMHD is illustrated using a sheared-magnetic-field slab model

with rippled radial boundaries and a single plane interface carrying a resonantly excited

current sheet22. The adiabatic switching on of boundary ripple excites a shielding current

sheet opposing reconnection at a resonant surface (Fig. 16(a)). The perturbed magnetic field

as a function of ripple amplitude is calculated by invoking conservation of magnetic helicity

in the two regions separated by the current sheet on the interface between two relaxation

regions. At low ripple amplitude half islands appear on each side of the current sheet,

locking the rotational transform at the resonant value. Above a critical amplitude these

islands disappear (Fig. 16(b)) and the rotational transform develops a discontinuity across

the current sheet 22. Dynamical MRxMHD model predicted the existence of a threshold

Resonant Magnetic Perturbation (RMP) amplitude at which rotational transform jumps

across the resonantly excited current sheets occur. This theoretical basis can be used to

reconstruct equilibria for tokamak when RMP is switched on.
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FIG. 17: Magnetic energy spectrum at different time. Reproduced with permission from

[23].

Cho reported the study on the spectral evolution of helical electron magnetohydrody-

namic (EMHD) waves and turbulence23. EMHD is a fluid-like model for studies of waves

and turbulence in space plasmas above and below the proton gyroscale. It is found that,

unlike its MHD counterpart, an EMHD wave packet is dispersive. As a result, EMHD

wave packets initially traveling in one direction create opposite-traveling wave packets via

self-interaction and cascade energy to smaller scales. EMHD wave packets traveling in one

direction clearly exhibit inverse energy cascade (Fig. 17), which is due to the conservation of

magnetic helicity. Furthermore, as expected, it is evident that magnetic energy also exhibits

forward cascade, with magnetic energy Eb spectrum following the power-low Eb(k) ∝ k−7/3.

Here, k is wave number. Furthermore, the Kolmogorov spectrum and anisotropic structures

during cascade of Alfvénic turbulence was numerically confirmed. The anisotropic dynamics

suggests that smaller eddies are more elongated during the cascade24.

IV. RECONNECTION AND PARTICLE ACCELERATION

Liu pursued the mechanism of fast magnetic reconnection rate of order 0.1. There is

a long-standing puzzle about what is the underlying physics for the fast local magnetic

reconnection rate R0 ∼ 0.1 in different systems 25. Here, R0 is the normalized reconnection

rate with respect to Alfvén velocity. Recently, a new simple model is developed to explain

the possible physics mechanism for the fast magnetic reconnection. The key formula is given
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(a)

(b)

FIG. 18: (a) Sketch of magnetic field lines with the dimensions (δ and L) of the diffusion

region. Here, δ and L are the thickness and length of diffusion region, respectively. (b)

Reconnection rate R0 as function of δ/L predicted by Eq.2. Dashed-red line is the result

prediced by the Sweet-Parker model26–28, which is invalid when the opening angle (i.e.

δ/L) is relative large.

below.

R0 '
δ

L

[
1− (δ/L)2

1 + (δ/L)2

]−2 √
1− (δ/L)2. (2)

It is suggested that the fast reconnection rate R0 ∼ 0.1 is a result of force-balance imposed

on the inflow and outflow directions at the MHD scale (Fig. 18(a)), respectively. They

are almost always applied in disparate systems, such as (i) PIC, hybrid, Hall-MHD, MHD

simulations with a localized resistivity; (ii) both the non-relativistic and relativistic regimes;

and (iii) asymmetric reconnection. Fig. 18(b) shows that the rate R0 near its maximum

is insensitive to δ/L (i.e. the opening angle of magnetic field separatrix). This potentially

explains why reconnection has a similar fast rate for different models of the dissipation

mechanism.

Hirota reported the progress on a theory for explosive reconnection based on the gyro-

fluid energy principle framework29. Two-fluid model including the Larmor radius effect is

applied, in which the governing equations are the continuty and momentum equations for

ions and electrons. The dispersion relation based on the energy principle is derived. When
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FIG. 19: Contours of magnetic field lines (solid line) and current distributions (color).

Here, the perturbation ε̂ grows monotonically. The plasmoid instability is shown in right

panels. Reprinted from [29], with permission from JSPF.

the energy principle based on gyro-fluid is applied to the tearing instability, it is found that:

(i) only a two-parameter trial function for the inner layer ( i.e. the current sheet layer) is

enough to reproduce the analytical growth rate in various limits; (ii ) the most unstable

mode is easy to find. In addition, the skin depth of electron always destabilizes the tearing

mode. For the case with finite plasma pressure, ions finite Larmor radius effect does not

change the stability but always accelerates the growth rate. In the non-linear explosive

phase, the reconnection speed is simply determined by the ideal-MHD energy balance in

the external region (that is, in the whole region except for the current layer), and the most

of magnetic energy is converted into the kinetic energy of the outflow. At the cold plasma

limit, the plasmoid instability occurs instead of the production of a single X-shape current

layer. In this case, the reconnection is intermittently accelerated in response to the plasmoid

instability as shown in Fig.19, but never exceeds the explosive scaling30. Plasmoid instability

is fast enough to develop before the transition to the weak-nonlinear stage (i.e. Rutherford

regime) of the magnetic reconnection.

Time scale of the reconnection is much shorter than the magnetic diffusion time scale

induced by the resistivity. The collisionless effective resistivity may have a contribution to

the fast connection rate. Ma proposed a physical model of effective resistivity for collisionless

plasma31. Reconnection dynamics in MHD with inclusion of effective resistivity, ηeff =

ηe
1

1+(meTe/miTi)1/4
, is consistent with that from PIC simulation and MRX experiment. The

effective resistivity may be used to explain characteristic length in space and laboratory

plasmas. Here, ηe is the Spizer resistivity. mi and me are the electron and ion mass,

respectively. Ti and Te are the electron and ion temperature, respectively.
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(a)

(b)

FIG. 20: (a) Dissipated energy (heating) over released magnetic energy against time (cross

mark: peak of reconnection rate, dot mark: peak of electron-heating.); (b) ratio of ion

dissipation to electron dissipation.

During magnetic reconnection, the magnetic field topology changes and the magnetic

energy is explosively released, which is a candidate to explain why corona (∼ 106 K) is

much hotter than photosphere (∼ 6000 K). It is an essential problem to understand how

the magnetic energy is converted to heat during magnetic reconnection. Numata pursued

a numerical study of energy partition during the magnetic reconnection in weakly collision-

al plasmas. A gyro-kinetic simulation of magnetic reconnection was employed using the

AstroGK code32. Here, finite, but small collisions are included and indispensable for the

study of energy conversion process. It is found that phase mixing in both the parallel and

perpendicular directions can be an important mechanism for plasma heating during the

reconnection. Secondary plasmoid instability can change the reconnection rate and ener-

gy conversion process. Ion dissipation can be comparable to electron dissipation only for

high-pressure, as shown in Fig. 20.

Tanabe reported the progress of the high field reconnection experiment on the MAST

device. The energy conversion from magnetic field to particles are studied. It is found that

(i) electron heating is highly localized around the X-point (Fig. 21(a)); (ii) ions are heated

by outflow dissipation of plasma in the downstream (Fig. 21(b)); (iii) the larger toroidal

19



FIG. 21: Measurement of the electron (a) and ion temperature (b) during the magnetic

reconnection. (c) Sketch of heating electrons and ions during reconnection. (a) and (b) are

reproduced with permission from [33].

FIG. 22: (a) A model to explain the power-law energy spectrum predicted by PIC

simulation for reconnection; (b) solution of energy-continuity equation for the energy

(E ∝ γ − 1) distribution function within the acceleration region for different acceleration

rates α.

magnetic field produces the higher electron temperature around the X−point. While, mag-

netic filed has negligible effect on the ion heating; (iv) the electron and ion temperatures

form triple peaks during the relaxation phase33,34.

F. Guo reported the results on the non-thermal particle acceleration in the magnetic re-

connection, using the particle-in-cell (PIC) simulation technique. It is demonstrated that the

reconnection layer is dominated by the development of flux ropes, and generates strong par-

ticle acceleration. For anti-parallel case, the acceleration is dominated by Femi-acceleration,

and this leads to a robust energy distribution35. When three-dimensional simulations are

performed, a very turbulent reconnection layer is observed36. Acceleration by parallel elec-
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(c) 
(d) 

FIG. 23: (a) Schematic model of hole boring process by radiation pressure. (b) Physical

picture of transverse instability within the high density layer. The z and y axes represent

the longitudinal and transverse directions, respectively. The ni1 and Ey1 represent the ion

density and transverse electric field fluctuations, respectively. fp represents the

ponderomotive force. (c) Mode structure of transverse instability from 2D PIC simulation.

(d) The predicted trend of wave number λm from theory agrees well with 2D PIC

simulation. Reproduced with permission from [38].

tric field is important for reconnection with a strong guide field37. In addition, a simple

model was presented to explain the power-law energy spectrum observed in the PIC kinetic

simulations 35,36. The model is illustrated by Fig. 22(a). As reconnection proceeds, cold

plasma in the upstream region advects into the acceleration zone at a constant velocity that

is determined by reconnection electric field. One can solve the energy-continuity equation

for the energy distribution function f(E, t) within the acceleration region. The solution is

shown in Fig. 22(b) for several cases with ατinj = 5, 10, and 20. Here, α is the acceleration

rate, and τinj is the time scale for the injection of particles from the upstream region.

In the field of particle acceleration, the transverse stability of the target is crucial for

obtaining high quality ion beams, when the laser radiation pressure acceleration (RPA)

technique is employed. However, the underlying physical mechanism is still a mystery. Wan

showed that the coupling between transverse oscillating electrons and quasi-static ions can

drive a transverse instability (Fig. 23)38. The mechanism is similar to the oscillating two-

stream-instability in the inertial confinement fusion research. The theoretically predicted
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mode structure and growth rate agree well with the ones obtained from 2D PIC simulations

in various regimes. The agreement suggests that the theory model contains essence of

underlying physics of transverse breakup of the target. Here, the cold two-fluid model is

applied in the theory analysis38. In addition, a new scheme named the bi-color laser tweezer

is proposed, which avoids the instabilities and shows good acceleration features (stable,

monoenergetic, charges)

V. MHD AND ENERGETIC PARTICLE PHYSICS

Furukawa presented a new method for calculating magnetohydrodynamics (MHD) e-

quilibrium, called simulated annealing (SA). SA is based on Hamiltonian formulation of

dynamics of ideal fluids including ideal MHD. In the model, the system evolves on a surface

specified by its energy and the Casimir invariants in the corresponding phase space. SA de-

creases the energy of the system monotonically, the obtained equilibrium has a lower energy

compared to the initial condition. Therefore, if one starts the SA from a cylindrically sym-

metric state plus a tiny helical perturbation, the system goes to a helically deformed state

if the cylindrically symmetric state is unstable, while the system comes back to the cylin-

drically symmetric state if it is stable. An example of such a helically deformed equilibrium

can be found in Ref. 39.

Ma employed a dispersion relation (Eq. 3), based on the energy principle40, to study the

Beta-induced Alfven Eigenmodes (BAE) and the energetic particle mode (EPM).

iΛ− δWf − δWk = 0. (3)

Here, Λ, δWf and δWk represent the general inertial term, potential term and kinetic term

associated with the particle non-adiabatic contribution.

Here, when δWf + Re(δWk) < 0 and the mode growth rate is determined by Im(δWk),

the instability belongs to BAE variety. Whilst, when δWf + Re(δWk) is close to zero and

determines the mode real frequency, the corresponding instability (i.e. Re(Λ2) > 0) is an

EPM. It is found that the variation of magnetic shear results in the transition from BAE

to EPM, which is again suppressed when magnetic shear is sufficiently large. Furthermore,

finite orbit width of fast ion weakens the wave-particle resonance, thus resulting in decrease

of BAE growth rate. When the non-perturbative wave-particle resonant effect is considered,
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(a) (b) 

FIG. 24: Poloidal contour of the BAE structure without (a) and with (b) anti-Hermitian

contribution.

the BAE is radially localized in the EP-pressure-gradient potential well and it is the most

unstable in the lowest bound state. The anti-Hermitian contributions, due to wave-particle

resonance, twist the radial mode structure, and lead to up-down asymmetry in the global

mode structure41, as shown in Fig. 24. The results offer a theoretical explanation of existing

experiments and numerical simulations which observe the asymmetric mode structure in the

poloidal plane.

Song reported the results on the real-time control of neoclassical tearing mode(NTM)

by the Electron Cyclotron Current Drive(ECCD) technique on the HL-2A device42. The

instabilities are successfully suppressed by the ECCD system (Fig. 25), due to that the local

current (driving source for TM) at the rational surface is significantly changed by the ECCD.

The test of controlling Neoclassical-tearing-mode (NTM) will be carried out on the HL-2A

device in the future.

Li reported the development of Bayesian SXR Tomography technique 43, which can po-

tentially be applied to identify the spatial structure of MHD instabilities and to study the

effect of MHD instabilities on impurity transport.

23



#27674

(b)(a)

FIG. 25: (a) Sketch of the MHD control system on the HL-2A. (b) A representative case in

which TM is stabilized when ECCD is turned on. (a) is reproduced with permission from

[42].

VI. MAGNETIC CONFINEMENT PHYSICS FUNDAMENTALS

Ke investigated the energy transfer between drift-wave turbulence and shear flow. The

kinetic energy equations for shear flow and turbulence can be expressed as

∂

∂t

〈uj〉2

2
+ 〈ui〉 ·

∂

∂xi

〈uj〉2

2
= − ∂

∂xi
(〈ũjũi〉 · 〈uj〉) + 〈ũjũi〉

∂

∂xi
〈uj〉+ 〈uj〉〈f extj 〉. (4)

∂

∂t

〈ũ2j〉
2

+ 〈ui〉 ·
∂

∂xi

〈ũj〉2

2
= − ∂

∂xi
〈1
2
ũ2j ũi〉 − 〈ũjũi〉

∂

∂xi
〈uj〉+ 〈ũj f̃ extj 〉. (5)

Here, f extj denotes the sum of all external forces, including pressure gradient, molecular

viscosity, collision with electrons, etc. Einstein notation is applied here for brief expression.

In tokamak edge plasma, considering the toroidal symmetry, i, j = r, θ. To study the

interaction between shear flow and turbulence, the Reynolds decomposition is applied as

uj = 〈uj〉+ ũj. Here, 〈·〉 denotes average over time. Integrating Eq.(4) in a layer with width

from r1 to r2 and considering 〈ur〉 ∼ 0, uθ is uniform in flux surface, one obtains

∂

∂t

∫ r1

r2

dr
〈uθ〉2

2
= − (〈ũθũr〉 · 〈uθ〉) |r2r1 +

∫ r2

r1

dr〈ũθũr〉
∂

∂r
〈uθ〉+

∫ r2

r1

dr〈uθ〉〈f extθ 〉 (6)

It is shown that the first term on R.H.S of Eq.(4) represents the net shear flow energy change

due to the interaction around the layer surface. This term is referred as surface effect. The
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FIG. 26: Radial transport coefficient estimated with mixing length approximation for ITG

modes with l = 0-5 versus kθρs. Here, ρs is the ion Larmor radius. (a), (b) and (c) are for

different rational surfaces with q = 2, 3, 4, respectively. Reproduced with permission from

[46].

second term on the R.H.S of Eqs.(4) and (5) represents energy transfer between turbulence

and shear flow, and is referred to as the product of shear flow. It is found that the surface

effect and turbulent spreading term are of the same order, and both of them are comparable

with the production (energy transfer) term. It suggests that the surface effect and turbulent

spreading should be included in the energy balance 44.

Chen presented an analytical study on the nonlinear mode-mode coupling processes in

toroidal geometry, by employing the nonlinear gyro-kinetic equations and ballooning-mode

representation. It is found that the ballooning angle θk can change the structure of the drift-

wave, and subsequently modify the linear stability properties and affect the overlapping

between two normal modes45. Meanwhile, θk also has the contribution to determine the

direction of cascade of the collisionless trapped-electron-modes (CTEM) turbulence.

Han numerically studied the ion temperature gradient (ITG) modes in transport barriers

(TBs) of tokamak plasma, using a gyrokinetic integral code. The full ion kinetic effects

(the ion toroidal drift, transit motion, and finite Larmor radius) are included in the model.

Multiple unconventional ITG mode structures (l 6= 0) are found in computations, in addition

to the conventional instability with l = 0. Here, the mode-number l denotes a certain

parity and the peak number of the mode eigenfunction in ballooning space. It is confirmed

that both the ion temperature gradient and density gradient contribute to the drive of

the unconventional ITG modes. In addition, the unconventional ITG mode is dominant
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(b)

(a)

(c)

FIG. 27: (a) An example of ELM mitigation by SMBI on the HL-2A. (b) and (c) plot the

ECE measured turbulence structure before and post of the ELM mitigation.

in both the small and large poloidal wave number (kθρs) regions, while the conventional

one is dominant in the medium region of kθρs. Here, ρs is the ion Larmor radius. The

transport coefficient induced by the unconventional modes is larger than that from the

conventional one (Fig. 26)46. The particle flux is outward and inward, when the ITG and

trapped-electron-mode (TEM) are dominant, respectively.

Shi reported the results on the mitigation of edge-localized-modes (ELMs) by SMBI on

the HL-2A47 (Fig. 27(a)). SMBI leads to the increase of ELM frequency, and simultaneously

the decrease of ELM amplitude. The mitigation effect is sensitive to the SMBI deposition

position and injected particle intensity. When the deposition is in the outer part of the

pedestal, mitigation is optimal. The Electron Cyclotron Emission (ECE) measurements

indicate that, during ELM mitigation, turbulence structure is comparatively reduced as

shown in Fig. 27(b) and (c). It implies that ELM mitigation is strongly correlated to the

damping of the inward turbulence propagation in the pedestal. The underlying physics

mechanism requires further theoretical and numerical investigations.

Yoo numerically investigated the particle transport in the Ohmic breakdown, using a

particle simulation code BREAK (Breakdown Realistic Evolution Analysis in tokamaK).

BREAK includes the following new physics for the breakdown: (i) the nature of gyro-motion
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FIG. 28: Comparison of the simulated and measured emission structure during breakdown

of the KSTAR discharge.

and guiding center motion and (ii) the roles of self-electric fields regarding strong magnetic

fields. The critical role of self-electric fields on the breakdown process is confirmed, which

has two important effects: (i) it strongly reduces the external electric field, and results in the

significant decrease of the avalanche growth rate which leads to the relatively slow plasma

formation; (ii) self-field induces the perpendicular anomalous transport, which is responsible

for the homogeneous plasma structure along magnetic field lines. The simulation result from

the BREAK code agrees well with experimental measurement as shown in Fig. 28.

Sugama extended the gyro-kinetic theory to include (i) general toroidal flow; (ii) temporal

variation in both turbulent and background fields; (iii) appropriate collision model to keep

the conservation of particles, energy, and momentum. The extended gyro-kinetic model is

helpful for the long-term global transport simulation48.

Liu reported the development of an accurate particle tracer(APT) code platform, which

can be used to carry out long-term, large-scale particle simulations. In APT code, the

full orbit model is employed. It is worth to point out that volume-preserving-algorithm is

applied in computing, which guarantees the long-term numerical accuracy. One example of

APT application is the long-term simulation of the runaway electron dynamics in tokamaks

49,50, with the time scale covering from the gyro-period (∼ 10−11 s) to collision time (∼ 0.5

s). The governing equations for describing runway electron dynamics are presented below.

dx

dt
= v, (7)
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(a)

(b) (c)

FIG. 29: (a) Sketch of the simulated configuration. Evolution of the pitch-angle

distribution of the runaway electrons without (b) and with (c) the ripple magnetic fields.

dp

dt
= −e(E + v ×B) + FR, (8)

dx

dt
= v. (9)

Where x, v, and p denote the position, velocity and relativistic momentum, respectively.

FR is the electromagnetic radiation effect. It is found that due to the ripple field in the

realistic configuration of tokamak, the collisionless pitch-angle scattering generates a broad

spreading distribution of runaway elections in the pitch-angle space (Fig. 29). In the ideal

configuration, the mean energy value with a very small spread monotonically grows with

time. Its trend is similar to the energy evolution of a single runaway electron in the ideal

case. The APT is a well-designed integrated and modularized framework, which is universal

and easily applied to other fields in physics.

VII. EXPLOITING FUNDAMENTALS FOR PERFORMANCE

Interaction between neutral gas and plasma is a fundamental problem which is studied in

astrophysics, space plasmas, low temperature plasma, and nuclear fusion physics, etc. Wang

reported the progress of module development for BOUT++ to study the interaction between

neutral gas and plasmas and to study the associated particle transport51,52. The newly

developed modules are well validated with the HL-2A experiments associated with supersonic

molecular beam injection (SMBI)53. The predicted mean profiles of temperature/density,
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FIG. 30: Comparison of the measured(left) and simulated(right) fast and slow

components(SC) during SMBI injection on the HL-2A.

fast/slow components (Fig. 30), and blocking effect during SMBI are consistent with the

experimental measurements 53. Simulation of the neutral gas jet injection reveals that the

fueling efficiency and penetration depth can be improved by adjusting injection fluxes and

distances between plasmas and injector.

VIII. CONCLUSION

Fundamental plasma physics is important for reaching the goal of ITER, as designed54.

The studies of the basic plasma theory, self-organization, MHD instabilities, energetic parti-

cle physics, and plasma confinement contribute to the understanding of the pedestal dynam-

ics, turbulent transport, access of improved plasma confinement and to the control of MHD

and energetic particle instabilities in ITER. The operation of burning plasma in ITER will

benefit from the progress of the fundamental plasma physics research. For example, the con-

trol of high performance plasma in ITER requires deep understanding of plasma response to

the external sources, such as the resonant magnetic perturbation and impurity injection. In

summary, the controlled fusion energy development requires the progress of the fundamental

plasma physics.

Significant progress was achieved in many topics in fundamental plasma physics, as pre-

sented above, in the text of this paper. In dynamic sessions, with many stimulating presen-

tations and intense discussions, many new ideas, results and suggestions are put forth. While

there are many details of progress for the various topics, it is natural to ask: What is the
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Table 2: Selected questions raised from the discussions during the meeting.

outcome? Here, we identify, without attribution, a specific question for each topical group,

which emerges as the most interesting (Table 2). These questions will surely be the subjects

of many discussions in future meetings. We look forward to hearing of progress on the above

in Fundamental Sessions of future AAPPS-DPP meetings.
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